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Pre-trained Language Models

Vaswani et al., Attention is All You Need, NIPS 2017: 5998-6008

Devlin, et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, arXiv:1810.04805v2, 2018
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Multi-Lingual BERT (mBERT)

2 / 32



Cross-lingual Language Model (XLM)

Lample and Conneau, Cross-lingual Language Model Pretraining, arXiv:1901.07291, 2019
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Evaluation of Multilingual PLMs on XNLI

https://peltarion.com/blog/data-science/a-deep-dive-into-multilingual-nlp-models
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In this talk, we will briefly introduce our work on:

I Training Multilingual PLMs with Byte-Level Subwords
I A tokenization technique for multilingual PLMs
I Junqiu Wei, Qun Liu, Yinpeng Guo, Xin Jiang, arXiv:2101.09469 [cs.CL]

I Zero-Shot Paraphrase Generation with Multilingual PLMs
I Using multilingual PLMs in zero-shot paraphrasing
I Yinpeng Guo, Yi Liao, Xin Jiang, Qing Zhang, Yibo Zhang, Qun Liu,

arXiv:1911.03597 [cs.CL]
I Two Parents, One Child: Dual Transfer for Low-Resource NMT

I Using multilingual PLMs for low-resource machine translation
I Meng Zhang, Liangyou Li and Qun Liu, accepted by Findings of ACL-IJCNLP

2021
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Word Embeddings in Neural NLP

I In neural NLP, we represent words in a fixed-size vocabulary, either in encoder and in
decoder.
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Subword Level Tokenization: BPE or WordPiece
I Although word embedding is successful in neural NLP, the fixed size of

vocabulary results in OOV problem.
I Subword level tokenization techniques, like Bype-Pair Encoding (BPE) or

WordPiece, solve the OOV problem well.

Heinzerling & Strube, BPEmb: Tokenization-free Pre-trained Subword Embeddings in 275 Languages, arXiv:1710.02187
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While BPE or WordPiece Encounters Large Alphabet
Languages

I However, BPE or WordPiece techniques face problems when the alphabet of
the languages are very large, especially in multilingual scenario which
including languages like Chinese, Japanese and Korean (CJK):
I The vocabulary have to include a large number of CJK characters, while most of

these CJK characters have very low frequencies.
I This makes the efficiency of the use vocabulary space very low.
I Even so, OOV problem still exists for some characters, for example, "詒" in "章詒
和" is not included in mBERT.
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Subword Frequencies in mBERT Vocabulary
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Idea: Further Segment Rare Characters into Bytes with UTF-8

I To solve this problem, the idea is to further rare characters to small pieces,
rather than keep all these rare characters in the BPE vocabulary;

I To achieve this, a Byte-Level BPE (BBPE) is proposed:
I Texts are represented in UTF-8 strings, where each character is encoded in 1-4

bytes;
I The BPE algorithm is conducted on UTF-8 strings, using bytes as the basic

units.
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Byte-Level BPE (BBPE)

I BBPE has been adopted by GPT-2 and RoBERTa;
I Wang et al.(2019) analysis the benefits of using BBPE in neural machine

translation;
I Our work:

I analysis the benefits of using BBPE in multilingual pre-trained language models;
I impletement an BBPE tool as a part of our NEZHA model.
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BBPE tokenization: Examples
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BBPE vs WordPiece: Experimental Results on XNLI

BERT(Google) and NEZHA use Character-Level WordPiece tokenizer.
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BBPE vs WordPiece: Distribution of Entries in Vocabulary

I The entries of CJK langauges are much reduced because the rare characters are no longer kept in the
vocabulary.

I The entries of Spanish, Arabic, Malay and Thai are increased significantly.
Note: Shared entries for multiple languages are counted multiple times.
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Why zero-shot paraphrase generation?

I Application of paraphrase generation
I Response diversification in dialogue system
I Query reformulation in information retrieval
I Data augmentation

I Conventional methods
I Based on expensive paraphrase corpora

(Prakash et al., 2016; Ziqiang Cao, 2017; Ankush Gupta, 2018; Zichao Li, 2018,
2019)

I Zero-shot paraphrase generation?
I No paraphrase corpora
I Translation corpora existed (also synonymous sentences)
I Pivot-based / round-trip translation
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Round-trip translation

I Strengths
I Leverage tremendous

translation corpora
I Able to do zero-shot

paraphrasing

I Weakness
I Semantic drift

I pivoted through finite intermedia
outputs

I can hardly explore all paths of
paraphrasing

I Quality determined by MT systems
I Not easy to be optimized end-to-end

for paraphrasing
I Not efficient

I Two-pass translation for inference
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Multilingual and cross-lingual language modeling

I Transformer-based Language Model
I Directly learns paraphrasing

distribution, without intermedia
translations

I Single-step end-to-end training
I Shared parameters across

languages
I Cross-lingual language modeling

I Input concatenation of translation
sentence pairs

I Multilingual language modeling
I Input monolingual sentences from

different languages → to improve
fluency
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Language embeddings and denoising auto-encoder

I Language embeddings
I To guide the generation language
I Add language-specific embedding to each word embedding

I Denosing auto-encoder
I To improve generation robustness
I In source sentences

I Deletion: randomly delete 1% tokens
cat sat on the mat → cat on the mat

I Insertion: insert a random token in 1% random positions
cat sat on the mat → cat sat on red the mat

I Reordering: randomly swap 1% tokens
cat sat on the mat → mat sat on the cat
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Zero-shot paraphrasing

I Input:
I Source language identifier &

embeddings
I Source sentence
I Target language identifier &

embeddings
I Generated paraphrase sentence

I Output:
I Input concatenation of translation

sentence pairs
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Experimental settings

I Datasets
I MultiUN (Andreas Eisele, 2010)
I OpenSubtitles (Pierre Lison, 2016)

I Basic configurations
I 12 layers of Transformer blocks, 12 attention heads
I 768 embedding dimensions, 768 hidden dimensions, 3072 FFN projection

dimensions
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Evaluation

I Automatic evaluation
I Consider Relevance and Diversity simultaneously
I Semantic relevance

I Cosine similarity between sentential representations
→ Glove-840B word embeddings (Jeffrey Pennington, 2014)
→ Vector Extrema sentential representations (Chia-Wei Liu, 2016)

I Human evaluation
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Result

I Upper-right the better
I Round-trip translation
I Bilingual: Cross-lingual language modeling w/ only one language pair
I Multilingual: Cross-lingual language modeling w/ multiple language pairs
I Pre-training: Monolingual language modeling w/ multiple languages
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Summary

I The proposed method performs
better than round-trip baseline

I More language pairs benefits the
performance

I Denoising auto-encoder further
boost the performance

I Multilingual language model
pre-training improves fluency
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Background

I Neural machine translation has
been quite successful in
high-resource conditions

I But still suffers in low-resource
settings
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Prior work

I Low-resource machine translation commonly uses auxiliary data

I Using parallel data of high-resource languages: transfer learning
I (Zoph et al., 2016)
I (Kim et al., 2019)

I Using monolingual data
I Back-translation (BT) (Sennrich et al., 2016)
I Pretrained language model (PLM) (Rothe et al., 2020)

I Multilingual machine translation
I Multilingual machine translation commonly shares vocabulary, which makes it

difficult to extend to new languages (Kocmi and Bojar, 2018)* (asterisk indicates
such limitation)
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Approach
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Approach

Consider transferring a high-resource A→B MT model to a low-resource P→Q
1. Train PLMA and PLMB on monolingual data of A and B separately
2. Train PLMP and PLMQ on monolingual data of P and Q as follows:

2.1 Initialize PLMP with PLMA (except word embeddings); freeze parameters other
than word embeddings

2.2 Initialize PLMQ with PLMB (except word embeddings); freeze parameters other
than word embeddings

3. Train MTA→B on A→B parallel data as follows:
3.1 Initialize MT encoder with PLMA, and decoder with PLMB
3.2 Freeze word embeddings during training

4. Replace word embeddings:
4.1 Replace MTA→B encoder word embeddings with those in PLMP
4.2 Replace MTA→B decoder word embeddings with those in PLMQ

5. Finetune on P→Q parallel data to obtain MTP→Q
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Approach

I If the high-resource and low-resource language pairs share the same target
language or source language, then the corresponding PLM can be inherited
I If B=Q, then PLMQ is not needed; decoder word embeddings can be adjusted

when training MTA→B; PLMB may also be dispensed with and the decoder can
be randomly initialized

I If A=P, then PLMP is not needed; encoder word embeddings can be adjusted
when training MTA→B; PLMA may also be dispensed with and the encoder can
be randomly initialized

I Symbols may represent specific domains, extending to domain adaptation
I A=src-lang-src-domain, B=tgt-lang-src-domain,

P=src-lang-tgt-domain, Q=tgt-lang-tgt-domain
I The framework is applicable to various network architectures

I For example, if a low-resource RNN-based NMT is desired, RNN-based PLMs
and a high-resource RNN-based NMT can be prepared as parent models
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Shared Source Transfer (A=P=en)
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Shared Target Transfer (B=Q=en)
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Experiments

I Usage of auxiliary data

High-resource language Low-resource language

monolingual parallel monolingual parallel

Baseline ✔

(Zoph et al., 2016) ✔ ✔

(Kim et al., 2019) ✔ ✔ ✔

(Kocmi and Bojar, 2018)* ✔ ✔

(Rothe et al., 2020) ✔ ✔

Ours ✔ ✔ ✔ ✔
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Results

Our approach significantly outperforms strong baselines:

et-en BLEU

Baseline 21.76

(Zoph et al., 2016) 21.07

(Kim et al., 2019) 22.25

(Kocmi and Bojar, 2018)* 23.58

(Rothe et al., 2020) 23.44

Ours 24.81
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Results
Ours performs reasonably well even with a very small amount of parallel data,
alleviating the data issue for low-resource language pairs:
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Results

Other translation directions:

tr-en BLEU en-et BLEU en-tr BLEU fr-es BLEU

Baseline 15.44 16.29 9.63 10.59

(Rothe et al., 2020) 19.73 17.36 11.78 18.26

Ours 21.12 19.41 13.18 22.28
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Results

Our approach is complementary to back-translation:

en-et BLEU

Baseline 16.29

Ours 19.41

Baseline + 4m BT 19.78

Ours + 4m BT 21.74

Baseline + 130m BT 20.52

Ours + 130m BT 22.23
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Summary

I Our approach to low-resource machine translation transfers knowledge from
both pretrained language models and a high-resource neural machine
translation model by freezing subsets of parameters during the transfer
procedure.

I It significantly outperforms competitors, and possesses several features:
I It performs reasonably well even with a very small amount of parallel data in the

language pair of interest, alleviating the data issue for low-resource language
pairs.

I It is complementary to back-translation, a strong data augmentation approach.
I It is agnostic to network architectures and thus applicable to any translation

models.
I It is widely applicable to low-resource languages and can be applied to domain

adaptation.
I The same high-resource NMT model can be used to transfer to future

low-resource languages, saving computation.
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Thank you!

把数字世界带入每个人、每个家庭、
每个组织，构建万物互联的智能世界。
Bring digital to every person, home and organization
for a fully connected, intelligent world.

Copyright©2018 Huawei Technologies Co., Ltd.
All Rights Reserved.

The information in this document may contain
predictive statements including, without limitation,
statements regarding the future financial and
operating results, future product portfolio, new
technology, etc. There are a number of factors that
could cause actual results and developments to
differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
Huawei may change the information at any time
without notice.
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